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Abstract: We have developed a new method for the determination of photoabsorption at extreme
ultraviolet wavelengths longer than 20 nm, where reliable refractive index values are sparse or
non-existent. Our method overcomes the obstacle of multiple reflections that occur inside thin
films in this spectral range, which up until now has prevented the accurate determination of
photoabsorption from transmittance measurements. We have derived a mathematical expression
that is independent of internal reflection amplitudes, while taking advantage of the transmittance
oscillations stemming from such reflections. The method is validated on measurements of
aluminum thin films. This advance will enable accurate refractive index values for many
important materials for optical instrumentation, thus facilitating high-priority research on topics
including coherent light sources, planetary and solar physics, and semiconductor manufacturing.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The large discrepancies found between simulations and experimental data from optical instruments
in the wavelength range 20–80 nm has been a long-standing issue in the scientific community and
it has been traced to the lack of reliable refractive index values [1–6]. This problem is hindering
progress in fields that are addressing important questions and challenges of our time: from
cutting-edge physics, to exoplanet habitability, to energy security. The 20–80 nm portion of the
Extreme Ultraviolet (EUV) spectrum contains atomic resonances from numerous elements and is
central to several science and technology fields. The prominence of novel light sources in this
spectral range (high-harmonic generation, synchrotrons, tabletop EUV sources and free-electron
lasers) demands highly customized, complex optical instrumentation [7]. Applications include
imaging, spectrometry and microscopy for plasma physics, astrophysics, solar and planetary
physics, semiconductor manufacturing, nanoelectronic devices, attosecond science, synchrotron
and free-electron laser (FEL) science [2,8–13]. Instrument design, in-band and out-of-band
calibration and data analysis require accurate knowledge of the refractive index of the materials
that compose the instrument optics (filters, mirrors, gratings, polarizers, detectors). Yet, EUV
refractive index values are sparse and often unreliable: experimental data from different authors
can differ by a factor of 10; the lack is notable at wavelengths longer than 20 nm and especially
pronounced above 40 nm [5,6,14–18]. This is due to EUV-specific challenges, including materials
sensitivity to surface roughness, oxidation and contamination, as well as the presence of multiple
reflections within thin films (Fig. 1), that are preventing the accurate determination of the
refractive index. The resulting discrepancies between as-designed and experimental instrument
performance are preventing urgently needed research in the long-wavelength portion of the EUV
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spectral range. One example from climate and planetary science is the question of how planets
lose their atmosphere, which is related to planet habitability, a priority topic in both the European
Astrobiology Roadmap and the US National Academies’ 2020s decadal survey in Astronomy
and Astrophysics [19]. This question is intricately linked to atmospheric heating and ionization
occurring within the 20–80 nm wavelength region [20,21]. Currently, there are no consistent
refractive index values to design and build space instruments to address this question. Another
example is EUV solar physics: space-borne telescopes such as the Solar Dynamics Observatory,
Solar Orbiter and the GOES satellites [10–13] aim to enhance our understanding of the Sun’s
plasma and magnetic field and their effects on Earth, including space weather phenomena such
as solar flares and coronal mass ejections. Data analysis from these instruments is often hindered
by the lack of accurate refractive index values [2,18]. A third example with implications in
worldwide economy and security is optical instrumentation and metrology for semiconductor
manufacturing, which requires precise knowledge of materials properties in this spectral region.
It should be noted that the wavelength range 20-80 nm corresponds to binding energies of the
outermost electrons in matter and sufficient predictive models for the refractive index in this
spectral region do not exist.

Fig. 1. Multiple reflection coefficient (|f|) calculated for various materials (25 nm thick
free-standing films capped with a 5.5 nm C layer on each side). If multiple reflections are
negligible, |f| equals 1. If |f| is outside the limits of 1± 2.5% (indicated as dashed lines), the
transmittance T will be affected by more than ±5% by multiple reflections. See Section 2
for theoretical derivations and discussion of |f| and T. The references used for the optical
constants values of each material are: Be [14,15,33], Mg [33,34], Al [32,35], amorphous Si
[14,15,33], Sc [36,37], Ti [14,15,31,38], Zr [15,38], Gd [30], and Tb [39].

The EUV refractive index (n) is a complex number given by the expression:

n = 1 − δ + iβ (1)

where 1-δ is associated with the material dispersion, β is associated with the photoabsorption
and (δ, β) are known as the “optical constants”. In earlier work [22–30], a methodology has
been established, based on measurements of the transmittance through a series of free-standing
thin foils (in the 15 - 1000 nm thickness range), as one of the most reliable techniques for the
determination of photoabsorption in the EUV/soft x-ray. This methodology overcomes most of
the above-mentioned difficulties: it is relatively insensitive to roughness, allows the inclusion of
capping layers (to prevent contamination of the material under study) and normalizes out their
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effect in the analysis of the data. According to this method, the transmittance T(λ) of a thin film
sample at a wavelength λ can be expressed by a simple function of the film thickness d and the
wavelength-dependent absorptive portion β of its refractive index:

T(λ) ≈ T0exp(−4πβd/λ) (2)

β can be determined using a set of several films with different thicknesses, by fitting the measured
transmittance as a function of film thickness at a given wavelength λ. The dispersive portion (1-δ)
of the refractive index n can then be determined via the Kramers-Krönig relations [14,25–30].
However, Eq. (2) is valid only when multiple reflections inside the film structure are negligible,
which is true only for the shorter wavelengths within the EUV spectrum [31]. This is illustrated
in Fig. 1, where examples of important materials for optical instrumentation (Be, Mg, Al,
amorphous Si, Sc, Ti, Zr, Gd, Tb, with optical constants obtained from Refs. 14, 15 and 30–39)
are shown to produce significant multiple reflections in the wavelength range 20-80 nm. For
instance, the absorption β of Al can be measured accurately via Eq. (2) only for wavelengths
below 20 nm. At wavelengths longer than 20 nm, an Al thin film is highly transparent and yields
strong multiple reflections at the interfaces with its surrounding media (air, oxide or capping
layer), creating oscillations in the transmittance curves [22,40] and essentially preventing the
determination of meaningful values for β from Eq. (2). We will be discussing in more detail
Fig. 1 and the equation used to calculate the multiple reflection coefficient f in Sections 2
and 4 of this manuscript. In the literature, other methods have been proposed to determine
both δ and β by fitting reflectance or ellipsometry data, but such data in the EUV spectral
range are extremely sensitive to surface roughness, oxidation and contamination; although these
properties can be measured independently or included in the fitting parameters, their presence
complicates the fitting process and increases the uncertainty of the determined optical constant
values [35,38,41–44]. The use of in-situ, ultra-high vacuum equipment may limit oxidation and
contamination, but such measurements are much more complicated, usually available only on a
restricted wavelength range and the spectral resolution is limited [37,41,43]. Some interesting
interferometry-based methods have also been demonstrated, but their applicability at the longer
EUV wavelengths, as well as their spectral resolution, are limited [45,46].

This paper proposes and validates a new method based on transmittance data that can overcome
the obstacle of multiple reflections, thus enabling the accurate determination of photoabsorption
(and ultimately, of the optical constants) for any thin film material in the long-wavelength portion
of the EUV spectral range. The experimental validation of the new methodology is done by
determining the photoabsorption of Al in the 20–72 nm wavelength region, via transmittance
measurements on five free-standing C/Al/C thin films. This breakthrough will enable the design
and implementation of EUV instrumentation and the accurate analysis of EUV data in this
important but rather inaccessible region of the spectrum.

2. Theoretical development

To overcome the problem of multiple reflections discussed above, we propose a novel analysis
technique of transmittance data: as will be shown below, we have conceived a transmittance
function that is independent of the internal reflection coefficients in the film structure under
study. At the same time, the function is taking advantage of the multiple reflections in the EUV
range. It relies on the measurement of the oscillation local maxima (Tmax) and minima (Tmin)
in the transmittance vs. wavelength plots and ultimately produces a simplified expression that is
proportional to the right side of Eq. (2).

We consider the general case of a homogenous medium (M) embedded between two structures
(B and C) with vacuum at the outside (see Fig. 2). The incident radiation arrives at normal
incidence on the C structure. The M medium has a thickness dM and a complex refractive index
nM . B and C media can represent homogenous base and capping layers or more complex thin



Research Article Vol. 30, No. 13 / 20 Jun 2022 / Optics Express 23774

film stacks. Uspenskii et al. have demonstrated [31] that the total transmission of such a structure
can be expressed with the following equation:

T(λ) = |tC |2 |tB |2 |f exp(i DM)|2 (3)

tC and tB represent respectively the complex transmission amplitudes of the V/C/M and M/B/V
structures (where M is considered as a semi-infinite medium and V represents the vacuum).
DM = 2 π nM dM /λ accounts for the propagation of the radiation through the M medium.

M BCVacuum Vacuum

incident

radiation

transmitted

radiation

M BC MV V

tC tB

rC rB

dM

(a)

(b)

Fig. 2. (a) Schematic of the thin film layer structure. (b) Representation of the transmission
(tC, tB) and reflection (rC, rB) coefficients used in the calculation of the total transmittance;
the white zigzag line accounts for the fact that M is considered as a semi-infinite medium in
the calculation of tC, tB, rC and rB.

The f factor accounts for the multiple reflections within the M media:

f = [1 − rCrB exp(2i DM)]−1 (4)

rC and rB represent respectively the complex reflection amplitudes of the M/C/V and M/B/V
structures (see Fig. 2). The multiple reflection coefficient |f| for several relevant materials is
plotted in Fig. 1. It is important to notice in Eq. (4) and Fig. 1 that multiple reflections become
significant only if the reflection amplitudes rC and rB are not negligible: that occurs only for
wavelengths longer than 25 nm for Al and Mg and longer than 35 nm for other materials. These
wavelengths are typically longer than the outermost electronic absorption edge for each material.
Therefore, we do not expect any absorption edges or related absorption fine structure in the
spectral region of applicability of this method. This will be elaborated further in Sections 4 and
5, where more details on the implementation of the new method are discussed.

In the following, we consider the case when the media B and C are identical. Thus, naming φ
the phase of rC, we can write:

rC = rB = |rC | exp(iφ) (5)

In addition, we use D’ and D’’ respectively as the real and imaginary parts of DM:

DM = D′ + i D′′ (6)

By introducing Eqs. (4-6) in Eq. (3), a term cos(2D’+2φ) appears, which is related to the
oscillations due to multiple reflections in T(λ). The local maxima (Tmax) and minima (Tmin) of
the transmittance oscillations correspond to cos(2D’+2φ) being equal to +1 and -1 respectively,
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therefore:
Tmax = |tC |2 |tB |2exp(−2D′′)[1 − 2|rC |

2 exp(−2D′′)]−2 (7)

Tmin = |tC |2 |tB |2exp(−2D′′)[1 + 2|rC |
2 exp(−2D′′)]−2 (8)

We then define the quantity Σ below

Σ =
(︃

1
√

Tmax
+

1
√

Tmin

)︃−2
= Σ0 exp(−2D′′) = Σ0 exp(−4πβdM/λ) (9)

with Σ0 =
|tC |2 |tB |2

4 and nM =1-δ+iβ.
Plotting Σ as a function of thickness d for a given wavelength λ allows to determine β. We

emphasize that the mathematical expression for Σ in Eq. (9) is especially designed to lead to
a simplified exponential function that is independent of the internal reflection amplitude |rC |,
which is a unique, original and enabling component in our approach. Notice also that Eq. (9)
normalizes out overlayers (Σ0) in an analogous manner that T0 does in the regular transmittance
method of Eq. (2).

Earlier, another concept involving analysis of transmittance local maxima and minima was
employed in the visible spectral range for the determination of refractive index [47]. The method
discussed in this manuscript is fundamentally different than the approach in Ref. 47, for the
following reasons: (i) Ref. 47 is based on transmittance measurements of a single sample on a
semi-infinite substrate, under the assumption that the sample is fully transparent in a portion
of the visible spectrum and that the presence of any overlayers on the sample surface (oxides,
impurities) is insignificant. This scheme cannot work in the EUV range, due to the very high
absorption of materials. In EUV transmittance measurements, films need to be free-standing or
supported by a thin membrane. Furthermore, any oxide/contamination layers will significantly
affect the EUV transmittance, therefore they need to be taken into account or prevented by
protection layers. Finally, the need to normalize out any oxidation or protection layers from
the EUV data requires measurements on multiple film thicknesses. All these elements result
in a completely different layer structure and mathematical derivation. (ii) Differences between
dispersion (1-δ) and absorption (β) are much more pronounced in the visible range than in the
EUV and absorption in the visible is very low. As a result, transmittance oscillations (fringes)
in the visible range are much more pronounced than in the EUV spectral range. Moreover, the
effect of roughness/interdiffusion between layer interfaces is much more pronounced in EUV and
could lead to a further dampening of the EUV fringe amplitude. Until our work, it was not clear
if the number and quality of the fringes produced from films of different thicknesses would be
sufficient to employ such fringes in quantitative analysis of transmittance data in the EUV.

3. Sample preparation and transmittance measurements

Five C/Al/C films were deposited at LLNL by Direct Current (DC) magnetron sputtering, on
photoresist-coated Si wafer substrates. Each film had a different Al thickness (see Fig. 3). The
thicknesses of the Al films were chosen so as to cover the widest possible range of transmittance
values, in the wavelength range of interest. The thickness of each C layer was 5.5 nm on all
samples. The C layers were added to protect each side of the Al film from oxidation, which
in Al can be extensive and can complicate the measurements and data analysis. The effect of
these C layers in the overall transmittance of the C/Al/C samples is represented by the quantity
T0 (“regular” method, Eq. (2)) and Σ0 (new method, Eq. (9)) and it normalizes out of the data,
as long as the C layer thickness is the same for all the films measured. The C and Al thickness
values were verified at LLNL with an estimated accuracy better than 1%, by fitting reflectance vs.
angle data obtained on the C/Al/C samples at 8.048 keV. Rutherford backscattering spectroscopy
(performed at Eurofins EAG, Sunnyvale, California) was used to determine the purity of the
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films: it revealed that the Al layers contain less than 30 ppm (atomic concentration) of Ta; no
other contaminants were detectable. The C/Al/C films were removed from their substrates and
mounted as free-standing films at the Center for X-ray Optics (CXRO) at Lawrence Berkeley
National Laboratory (LBNL), using a method that has been discussed earlier [28]. The purity of
the films against contaminants such as oxygen and photoresist residue from the removal/mounting
process, was verified by transmittance measurements (not shown here) at beamline 6.3.2 of the
Advanced Light Source (ALS) synchrotron at LBNL, around the carbon and oxygen K edge
spectral regions, using a procedure discussed in Ref. 28.

Fig. 3. Measured transmittance on five C/Al/C samples. The C cap layers are 5.5 nm thick
for all samples. The thickness of Al varies from 90 nm to 370 nm (see legend).

For the determination of Al photoabsorption, transmittance measurements in the wavelength
region 20–80 nm were performed on the five C/Al/C samples at beamline 6.3.2 and the results are
shown in Fig. 3. Transmittance data were obtained in steps of 0.05 nm at wavelengths λ < 25 nm,
0.17 nm for 25 nm < λ < 45 nm and 0.35 nm for λ > 45 nm. The oscillations in transmittance
caused by multiple reflections inside the C/Al/C films are evident in the data in Fig. 3.

4. Application of the new method on transmittance data

For each transmittance curve in Fig. 3, we apply the following procedure in order to determine
the Tmax(λ) and Tmin(λ) of the measured T(λ) data :

(i) Differentiate [T(λ)] followed by smoothening (see Fig. 4(a)).

(ii) Determine the halfway point in-between each maximum and minimum of the derivative,
which gives the wavelength λi for which T(λ) reaches Tmax (red crosses in Fig. 4(a)).

(iii) Determine the halfway point in-between each minimum and maximum of the derivative,
which gives the wavelength λj for which T(λ) reaches Tmin (black crosses in Fig. 4(a)).

(iv) Interpolate the T(λi) (resp. T(λj)) points with a cubic spline function in order to obtain
Tmax(λ) (resp. Tmin(λ)).

(v) If Tmax(λ) (resp. Tmin(λ)) crosses T(λ), refine the values of λi and λj by choosing the
middle of the segment underlying (resp. overlying) T(λ) (see Ref. 48) and return to step
(iv).

This procedure and the resulting transmittance “envelopes” constructed from Tmax(λ) and
Tmin(λ) data, are illustrated in Fig. 4 in the case of the 137.5 nm thick Al sample.
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Fig. 4. (a) Derivative of the transmittance vs. wavelength and (b) upper (dash red line) and
lower (dash black line) envelopes of transmittance vs. wavelength for an Al sample with
137.5 nm thickness.

Figure 5(a) shows the measured transmittance plotted on a logarithmic axis as a function of
the Al thickness for several wavelengths in-between 20 nm and 70 nm. Due to the presence of
multiple interferences, which generate oscillations in the T(λ) data as shown in Fig. 3, most
of the points are not aligned i.e. Equation (2) is no longer valid in this case, as was discussed
in Section 1. It is interesting to notice that for specific wavelengths (e.g. 40 nm or 60 nm in
Fig. 5(a)), points may align by coincidence. This is due to the fact that the T(λ) oscillations for
the 5 Al samples used in the measurements are almost in phase at these specific wavelengths
(e.g. at 40 nm, all T(λ) values present a minimum). However, even in the case where the points
align, the slope is wrong and thus the photoabsorption coefficient deduced from these data would
be erroneous. Moreover, due to the effort required to make the self-supported samples and to
measure them on a wide transmittance range, the number of samples is usually limited to 2 or 3
different thickness values, which would increase the error in the determination of the slope.

Fig. 5. (a) Transmittance, T and (b) Σ, plotted on a logarithmic axis, versus Al thickness
for 5 C/Al/C films at different wavelengths. Dots represent experimental data and lines are
the exponential fit of the data.

We have plotted in Fig. 5(b) the values of Σ plotted on a logarithmic axis, obtained from the
transmittance data in Fig. 3 with the new method of (Eq. (9)) as a function of the Al thickness.
The exponential fits of each data set (see Eq. (9)) are plotted as straight lines. For a given
wavelength λk, the photoabsorption coefficient β(λk) is given by the slope of the fit (equal to
-4πβ(λk)/λk) and the intercept defines the value of Σ0(λk). The dramatic improvement in the
alignment of the data points in Fig. 5(b) compared to 5(a), is evident. We also calculated the
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coefficient of determination (defined as the square of the Pearson correlation coefficient) for each
fit from 20 nm to 72 nm wavelengths. This factor is higher than 0.998 (with 1 corresponding to
a perfect agreement between fit and data) for most of the fits in this wavelength range, except
at 45 nm to 53.5 nm where it is in the range 0.996 to 0.998. These lower values correspond to
wavelengths where the experimental determination of Tmax and Tmin was less accurate due
to lower photon flux leading to increased noise in the transmittance data (see Fig. 3). These
high values of coefficient of determination confirm that the method used to determine Tmax(λ)
and Tmin(λ) from experimental data is accurate, even for the thicker samples for which the
oscillations are faint.

Figure 6 shows the photoabsorption coefficient β of Al deduced from the present work using
the new method (Eq. (9)) and the regular method (Eq. (2)). It is interesting to notice that there
is a very good overlap between the photoabsorption values derived with the regular method
and the new Σ method at wavelengths below 25 nm, where the effect of multiple reflections
is very small (as predicted in Eq. (4) and Fig. 1). For wavelengths above 25 nm however, the
photoabsorption values calculated with the regular method start to exhibit oscillatory patterns
and to deviate from the new method, with differences as high as 25% around 65 nm. Note
that the oscillatory patterns obtained with the regular method get even worse if we reduce the
number of Al samples used in the calculation. For example, by using the 3 thinnest samples from
Fig. 3 (instead of all 5 samples), we obtain differences in β as high as 90% compared to the new
method. We plotted also in Fig. 6 the currently available tabulated values of Al photoabsorption
coefficients for comparison: (i) a compilation from Shiles [32,33] based on experimental data
from Ditchburn [22], and (ii) β calculated from the imaginary part of the atomic scattering
factors tabulated on the CXRO database [15] using an Al density of 2.7 g/cm3. The CXRO
database is the worldwide reference for EUV optical constants values. It contains a compilation
of experimentally determined photoabsorption based on the Henke Tables [14]. In the case
of Al, the photoabsorption has been updated with experimental data by Gullikson [24] in the
wavelength region 17–41 nm.

Fig. 6. Photoabsorption β of aluminum thin films derived with the new Σ method (Eq. (9))
and the regular transmittance method (Eq. (2)). Currently available tabulated data are also
plotted for comparison: CXRO [15] and Shiles [32,33].

It is worth reminding that the β values from (i) and (ii) do not allow to model accurately the
response of filters and mirrors containing Al [2,6,17,18]. Our new data are located in-between
datasets (i) and (ii). For wavelengths below 41 nm, dataset (ii) (which corresponds to updated
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values from Ref. 24) is in good agreement with our data up to 25 nm and then starts to deviate
with values up to 14% lower than our data. For wavelengths longer than 41 nm, dataset (ii) is up
to 37% lower than our data. Dataset (i) is 30 to 50% higher than our data in the entire spectral
region 20–72 nm. The agreement between our β values from the regular and new (Σ) methods
near 20 - 25 nm and the fact that the new method values remain in the center of the oscillatory
patterns produced by the regular method in the entire spectral range from 20 to 72 nm, provide
an additional validation of the significant improvement in accuracy of the new method β values,
compared to the tabulated values from (i) and (ii).

The photoabsorption coefficients presented in this paper will be used in combination with
measurements in other spectral ranges in order to calculate a new set of Al optical constants via
Kramer-Krönig analyses. We believe that these new Al data will enable a much more accurate
design and realization of EUV optical components in this spectral range.

5. Applicability of the new method to other materials

The method of determination of Tmax(λ) and Tmin(λ) described in the previous section is
accurate as long as there are no high-frequency features in the absorption spectra that would be
smoothed out by the interpolation. We do not expect any such high-frequency structures in the
absorption spectra because, as is discussed in Section 2, the materials plotted in Fig. 1 (as well as
most other materials) have no absorption edges in the region of applicability of this method. It is
straightforward to verify this for any given material, in the event that an outermost absorption
edge may exist in the vicinity of wavelengths where the new method is needed, such as, for
example, the N2,3 edge of Zr (45.7 nm). In such cases, the new method should be applied in a
wavelength region that begins at wavelengths slightly longer than the absorption edge, to avoid
the discontinuity in absorption that may exist right at the edge. The “regular method” of Eq. (2)
can then be applied for wavelengths right at the edge and shorter than the edge. Note that one
can use the quality of the agreement between experimental data and Eq. (9) (i.e: the coefficient
of determination) as an additional validation of the absence of high-frequency features in the
absorption spectra. This is because the wavelength positions of the oscillation extrema, λi and λj,
(see Section 4) are different for each sample because they depend on the thickness of the material.
Thus, if any significant high-frequency features in β(λ) existed, they would affect the interpolated
Tmax(λ) and Tmin(λ) differently for each sample, which would result in a mis-alignment of the
experimental data points plotted in Fig. 5 (b).

In general, the new Σmethod of Eq. (9) is applicable to all materials that exhibit oscillations due
to multiple reflections, in T(λ). The amplitude of the oscillations caused by multiple reflections is
determined by the value of |f| (see Eq. (4)). In particular, the Σ method can be applied efficiently
on all materials listed in Fig. 1, as well as other materials, which present values of |f| that exceed
1± 0.025. The new Σ method remains valid in spectral regions where transmittance may vary
rapidly and in a monotonic manner vs. wavelength, as shown in the case of Al in the wavelength
region 20- 30 nm (see Figs. 3 and 4(b)). As explained above, the region of applicability of the Σ
method includes, in general, wavelengths longer than the outermost electronic absorption edge of
a given material. The new Σ method can be applied at wavelengths even longer than 80 nm, up to
the onset of the plasma frequency region for metals, if one optimizes the material thicknesses,
the capping layers and/or the light source flux. As has been demonstrated in Section 4, the
new Σ method is consistent with and complementary to the regular method of Eq. (2), which
has been employed at shorter wavelengths; in earlier work, the regular method has been shown
to have exquisite spectral resolution and has captured extensive fine structure including sharp
resonances, in the vicinity of numerous electronic absorption edges [25–29]. Therefore, the two
transmittance-based methods (new Σ method and regular method) can be employed to provide
accurate photoabsorption values in a wide spectral range, extending from the UV to the hard
x-ray. As has been shown in this paper, one needs to fabricate thin enough freestanding samples
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in order to measure transmittance at wavelengths longer than 20 nm. The method to produce
freestanding thin films that we used for the Al samples in this manuscript has already been
demonstrated for a large variety of thin film materials with thicknesses down to 20 nm [22–30]
and is applicable to most materials of interest. For materials that cannot be made freestanding
with a thin enough thickness (for example because of mechanical stress within the film), one can
perform transmittance measurements on thin films deposited directly on photodiode detectors
[31,39]. In that case, the vacuum exit medium in Fig. 2 is replaced by a solid exit medium (the
photodiode), and equations similar to the ones in Section 2 can be derived.

6. Conclusion

We proposed a new method for the determination of EUV photoabsorption based on transmittance
spectra of thin films, that circumvents the problem of multiple reflections. This method is
particularly applicable for EUV wavelengths longer than 20 nm, where such reflections are
pronounced and reliable refractive index values are very scarce. We demonstrated the new
method on experimental transmittance data measured on different self-supported aluminum thin
films and we derived a new set of photoabsorption coefficients from 20 nm to 72 nm wavelengths,
for this material.

The new method should be used to determine accurate refractive index values for several
other materials of interest for this wavelength range and extend the availability of accurate
tabulated refractive index values to longer EUV wavelengths. This advance will allow the
design and realization of efficient optical instrumentation in a spectral region that is crucial for
lasers and high-harmonic sources, solar and planetary physics, astrophysics and semiconductor
manufacturing.

This method is applicable at the longest EUV wavelengths, where most metals have their
plasma frequency and can be used as an accurate experimental tool to validate atomic/molecular
models.

Our approach can also be applied to films with an “infinite” solid on one side, as for example in
the case of transmittance measurements of thin films deposited directly on photodiode detectors.
In this manner, the usefulness of this method can be extended to an even larger variety of materials
with thicknesses down to the atomic scale.
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